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## 1. Introduction

Let $\ell$ be a linear functional which can be represented in the form

$$
\ell(f)=\sum_{v=0}^{m-1} \int_{a}^{b} f^{(\nu)}(x) d \mu_{\nu}(x),
$$

where $\mu_{\nu}(x)$ are functions of bounded variation. Suppose $a \leqslant x_{1}<\cdots<$ $x_{p} \leqslant b$ and $I_{i} \subset\{0, \ldots, m-1\}$ are given and suppose we wish to approximate $\ell(f)$ by an expression of the type

$$
\sum_{i=1}^{p} \sum_{j \in I_{i}} \sigma_{i j} f^{(j)}\left(x_{i}\right),
$$

which is exact for polynomials of degree $m-1$. It was shown by Schoenberg [6] and Ahlberg and Nilson [1] that the coefficients $\sigma_{i j}$ for which the above approximation is best in the sense of Sard [5] can be obtained by operating with $\ell$ on an appropriate spline interpolation formula.
In the present paper we study the problem of obtaining best approximations to a certain class of linear functionals operating on functions of two variables. It will turn out that for the solution of this problem, spline interpolation formulas play the same important role as they do in the one-dimensional case.

In the next section a precise definition of the approximation problem is given. Section 3 is devoted to the construction of a two-dimensional spline interpolation formula. In the final section, a connection between best approximations of linear functionals and spline interpolation is established.

## 2. The Approximation Problem

Let $a_{1} \leqslant a_{2}$ and $b_{1} \leqslant b_{2}$ be real numbers and define

$$
R=\left\{(x, y) \in E^{2} \mid a_{1} \leqslant x \leqslant b_{1}, a_{2} \leqslant y \leqslant b_{2}\right\}
$$

Let $C^{m n}[R]$ denote the space of all real functions $g(x, y)$ for which

$$
\frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g(x, y), \quad i=0, \ldots, m, \quad j=0, \ldots, n
$$

exist and are continuous in $R$.
We consider linear functionals $\ell$ over $C^{m n}[R]$ of the following type:

$$
\begin{align*}
\ell(g)= & \sum_{i=0}^{m-1} \sum_{j=0}^{n-1}\left\{\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} a^{i j}(x, y) \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g(x, y) d y d x\right. \\
& +\sum_{n=1}^{q} \int_{a_{1}}^{b_{1}} b_{\eta}^{i j}(x) \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x, y_{\eta}\right) d x \\
& +\sum_{\xi=1}^{p} \int_{a_{2}}^{b_{2}} c_{\xi}^{i j}(y) \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\xi}, y\right) d y \\
& \left.+\sum_{\xi=1}^{p} \sum_{n=1}^{q} \alpha_{\xi \eta}^{i j} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\xi}, y_{\eta}\right)\right\} \tag{2.1}
\end{align*}
$$

where $\alpha_{\xi \eta}^{i j}$ are real constants. The functions $a^{i j}(x, y), b_{\eta}^{i j}(x)$, and $c_{\xi}^{i j}(y)$ are assumed to be continuous over $R$ and the points $\left(x_{\xi}, y_{\eta}\right)$ lie in $R$.

For every $\nu \in\{1,2, \ldots, p\}$ and every $\mu \in\{1, \ldots, q\}$, let

$$
I(\nu, \mu) \subset\{(i, j) \mid i=0, \ldots, m-1, j=0, \ldots, n-1\}
$$

The possibility that certain sets $I(\nu, \mu)$ are void is not excluded.
Suppose $g \in C^{m n}[R]$ and $\ell$ is of type (2.1). Then we consider the problem of determining real numbers $c_{v \mu}^{i j}$ so that the sum on the right side of the formula

$$
\begin{equation*}
\ell(g)=\left[\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)} c_{\nu \mu}^{i j} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\nu}, y_{\mu}\right)\right]+\mathscr{R}(g) \tag{2.2}
\end{equation*}
$$

represents an approximation to $\ell(g)$ which is exact for all $g \in \Pi_{m-1, n-1}$. Here and below, $\Pi_{m-1, n-1}$ denotes the set of all real polynomials of the form

$$
\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \rho_{i j} x^{i} y^{j}
$$

The requirement $\mathscr{R}(g)=0$ for all $g \in \Pi_{m-1, n-1}$ is equivalent to the system of $m n$ equations

$$
\begin{array}{r}
t\left(x^{k} y^{l}\right)=\left.\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{I(\nu, \mu)} c_{\nu \mu}^{i j} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} x^{k} y^{l}\right|_{x=x_{v}, y=y_{\mu}}, \\
k=0, \ldots, m-1, \quad l=0, \ldots, n-1 . \tag{2.3}
\end{array}
$$

In case the number of available parameters $c_{v \mu}^{i j}$ is greater than $m n$, we wish to determine the $c_{\nu \mu}^{i j}$ so that (2.3) will be satisfied and the approximation will be best in the sense of Sard [5].

For this purpose, we need a two-dimensional analog of Peano's Theorem [2]. In this analog and later on we use the truncated power function $(x-\bar{x})_{+}^{k}$, defined as

$$
(x-\bar{x})_{+}^{k}=\left\{\begin{array}{cc}
(x-\bar{x})^{k} & \text { for } \quad x-\bar{x} \geqslant 0 \\
0 & \text { for } \quad x-\bar{x}<0
\end{array}\right.
$$

Theorem (2.1). Let $\ell$ be of type (2.1) and let $\ell(h)=0$ for all $h \in \Pi_{m-1, n-1}$. Then for every $g \in C^{m n}[R]$,

$$
\begin{aligned}
\ell(g)= & (-1)^{m+n} \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} K(x, y) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} g(x, y) d y d x \\
& +\sum_{l=0}^{n-1}(-1)^{m+l} \int_{a_{1}}^{b_{1}} K_{1}(x) \frac{\partial^{m+l}}{\partial x^{m} \partial y^{l}} g\left(x, b_{2}\right) d x \\
& +\sum_{k=0}^{m-1}(-1)^{n+k} \int_{a_{2}}^{b_{2}} K_{2 k}(y) \frac{\partial^{k+n}}{\partial x^{k} \partial y^{n}} g\left(b_{1}, y\right) d y
\end{aligned}
$$

where

$$
\begin{aligned}
K(x, y) & =\frac{1}{(m-1)!(n-1)!} \ell_{s t}\left((x-s)_{+}^{m-1}(y-t)_{+}^{n-1}\right) \\
K_{1 l}(x) & =\frac{1}{(m-1)!l!} \ell_{s t}\left((x-s)_{+}^{m-1}\left(b_{2}-t\right)^{l}\right), \quad l=0, \ldots, n-1 \\
K_{2 k}(y) & =\frac{1}{k!(n-1)!} \ell_{s t}\left(\left(b_{1}-s\right)^{k}(y-t)_{+}^{n-1}\right), \quad k=0, \ldots, m-1
\end{aligned}
$$

The notation $\ell_{s t}(x-s)_{+}^{m-1}(y-t)_{+}^{n-1}$ means that the functional $\ell$ is applied to $(s-x)_{+}^{m-1}(t-y)_{+}^{n-1}$ considered as a function of $s$ and $t$.

Proof. Let $(s, t) \in R$ and $g \in C^{m n}[R]$. Then we have

$$
\begin{aligned}
g(s, t)=g\left(b_{1}, b_{2}\right) & -\int_{s}^{b_{1}} \frac{\partial}{\partial x} g\left(x, b_{2}\right) d x-\int_{t}^{b_{2}} \frac{\partial}{\partial y} g\left(b_{1}, y\right) d y \\
& +\int_{s}^{b_{1}} \int_{t}^{b_{2}} \frac{\partial^{2}}{\partial x \partial y} g(x, y) d y d x \\
=g\left(b_{1}, b_{2}\right) & -\int_{a_{1}}^{b_{1}}(x-s)_{+}^{0} \frac{\partial}{\partial x} g\left(x, b_{2}\right) d x \\
& -\int_{a_{2}}^{b_{2}}(y-t)_{+}^{0} \frac{\partial}{\partial y} g\left(b_{1}, y\right) d y \\
& +\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}(x-s)_{+}^{0}(y-t)_{+}^{0} \frac{\partial^{2}}{\partial x \partial y} g(x, y) d y d x .
\end{aligned}
$$

Integrating the last two terms $n-1$ times by parts with respect to $y$, we obtain

$$
\begin{aligned}
g(s, t)= & \sum_{l=0}^{n-1}(-1)^{l} \frac{\left(b_{2}-t\right)_{+}^{l}}{l!} \frac{\partial^{l}}{\partial y^{l}} g\left(b_{1}, b_{2}\right) \\
& +(-1)^{n} \int_{a_{2}}^{b_{2}} \frac{(y-t)_{+}^{n-1}}{(n-1)!} \frac{\partial^{n}}{\partial y^{n}} g\left(b_{1}, y\right) d y \\
& +\sum_{l=0}^{n-1}(-1)^{l} \int_{a_{1}}^{b_{1}}(x-s)_{+}^{0} \frac{\left(b_{2}-t\right)_{+}^{l}}{l!} \frac{\partial^{1+l}}{\partial x \partial y^{l}} g\left(x, b_{2}\right) d x \\
& +(-1)^{n} \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}(x-s)_{+}^{0} \frac{(y-t)_{+}^{n-1}}{(n-1)!} \frac{\partial^{1+n}}{\partial x \partial y^{n}} g(x, y) d y d x .
\end{aligned}
$$

Now we integrate the last two terms $m-1$ times by parts with respect to $x$. This gives

$$
\begin{aligned}
g(s, t)= & \sum_{k=0}^{m-1} \sum_{l=0}^{n-1}(-1)^{k+l} \frac{\left(b_{1}-s\right)_{+}^{k}}{k!} \frac{\left(b_{2}-t\right)_{+}^{l}}{l!} \frac{\partial^{k+l}}{\partial x^{k} \partial y^{l}} g\left(b_{1}, b_{2}\right) \\
& +\sum_{l=0}^{n-1}(-1)^{m+l} \int_{a_{1}}^{b_{1}} \frac{(x-s)_{+}^{m-1}\left(b_{2}-t\right)_{+}^{l}}{(m-1)!l!} \frac{\partial^{m+l}}{\partial x^{m} \partial y^{l}} g\left(x, b_{2}\right) d x \\
& +\sum_{k=0}^{m-1}(-1)^{n+k} \int_{a_{2}}^{b_{2}} \frac{\left(b_{1}-s\right)_{+}^{k}(y-t)_{+}^{n-1}}{k!(n-1)!} \frac{\partial^{k+n}}{\partial x^{k} \partial y^{n}} g\left(b_{1}, y\right) d y \\
& +(-1)^{m+n} \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \frac{(x-s)_{+}^{m-1}(y-t)_{+}^{n-1}}{(m-1)!(n-1)!} \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} g(x, y) d y d x .
\end{aligned}
$$

We apply $\ell$ to both sides of this expansion. Since, for $(s, t) \in R$,

$$
\left(b_{1}-s\right)_{+}^{k}=\left(b_{1}-s\right)^{k} \quad \text { and } \quad\left(b_{2}-t\right)_{+}^{2}=\left(b_{2}-t\right)^{t}
$$

and since $\ell$ vanishes for all elements of $\Pi_{m-1, n-1}$, we obtain

$$
\begin{aligned}
\ell_{s t}(g)= & \sum_{l=0}^{n-1}(-1)^{m+l} \ell_{s t}\left(\int_{a_{1}}^{b_{1}} \frac{(x-s)_{+}^{m-1}\left(b_{2}-t\right)^{l}}{(m-1)!l!} \frac{\partial^{m+l}}{\partial x^{m} \partial y^{l}} g\left(x, b_{2}\right) d x\right) \\
& +\sum_{k=0}^{m-1}(-1)^{n+k} \ell_{s t}\left(\int_{a_{2}}^{b_{2}} \frac{\left(b_{1}-s\right)^{k}\left(y-\frac{t)_{+}^{n-1}}{k!(n-1)!}-\frac{\partial^{k+n}}{\partial x^{k} \partial y^{n}} g\left(b_{1}, y\right) d y\right)}{}\right. \\
& +(-1)^{m+n} \ell_{s t}\left(\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} \frac{(x-s)_{+}^{m-1}(y-t)_{+}^{n-1}}{(m-1)!(n-1)!} \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} g(x, y) d y d x\right)
\end{aligned}
$$

Observe that

$$
\ell_{s t}\left((x-s)_{+}^{m-1}\left(b_{2}-t\right)^{l}\right) \quad \text { and } \quad \ell_{s t}\left(\left(b_{1}-s\right)^{k}(y-t)_{+}^{n-1}\right)
$$

are piecewise continuous functions of $x$ and $y$, respectively. Furthermore,

$$
\ell_{s t}\left((x-s)_{+}^{m-1}(y-t)_{+}^{n-1}\right)
$$

is a function of $x$ and $y$ which is bounded over $R$ and continuous on every set

$$
\begin{gathered}
R(x, y)=\left\{(x, y) \mid x_{\nu}<x<x_{\nu+1}, y_{\mu}<y<y_{\mu+1}\right\} \\
\nu=0, \ldots, p, \quad \mu=0, \ldots, q
\end{gathered}
$$

where $x_{0}=a_{1}, x_{p+1}=b_{1}, y_{0}=a_{2}$, and $y_{p+1}=b_{2}$. Therefore, one can change the order of integration and application of $\ell$. This completes the proof.

For later use we make here the following
Remark 1. For $v \in\{1, \ldots, p\}, \mu \in\{1, \ldots, q\}$, let

$$
R^{1}(\nu, \mu)=\left\{(x, y) \in R \mid x \geqslant x_{\nu}\right\} \quad \text { and } \quad R^{2}(x, y)=\left\{(\nu, \mu) \in R \mid y \geqslant y_{\mu}\right\}
$$

Suppose $k \geqslant m, l \geqslant n$ and consider the functions

$$
\begin{gather*}
f_{0}(x, y)=\left(x-x_{\nu}\right)_{+}^{k}\left(y-y_{u}\right)_{+}^{l}, \quad f_{1}(x, y)=\left(x-x_{\nu}\right)_{+}^{k} y^{l} \\
f_{2}(x, y)=x^{k}\left(y-y_{u}\right)_{+}^{l} \tag{2.4}
\end{gather*}
$$

Since (in an obvious sense)

$$
\begin{array}{lll}
f_{0}(x, y) \in \Pi_{k, l} & \text { for } & (x, y) \in R^{1}(\nu, \mu) \cap R^{2}(\nu, \mu), \\
f_{0}(x, y) \equiv 0 & \text { for } & (x, y) \in R-R^{1}(\nu, \mu) \cap R^{2}(\nu, \mu), \\
f_{1}(x, y) \in \Pi_{k, l} & \text { for } & (x, y) \in R^{1}(\nu, \mu) \\
f_{1}(x, y) \equiv 0 & \text { for } & (x, y) \in R-R^{1}(\nu, \mu), \\
f_{2}(x, y) \in \Pi_{k, l} & \text { for } & (x, y) \in R^{2}(\nu, \mu), \\
f_{2}(x, y) \equiv 0 & \text { for } & (x, y) \in R-R^{2}(\nu, \mu),
\end{array}
$$

it follows that Theorem (2.1) can also be applied to functions $g(x, y)$ of type (2.4) if $k=m$ and/or $l=n$.

Because $\mathscr{R}(g)$, as defined by (2.2), is of type (2.1). It follows from Theorem (2.1) that for all $g \in C^{m n}[R]$,

$$
\begin{aligned}
\mathscr{R}(g)= & (-1)^{m+n} \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} K(x, y) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} g(x, y) d y d x \\
& +\sum_{l=0}^{n-1}(-1)^{m+l} \int_{a_{1}}^{b_{1}} K_{1 l}(x) \frac{\partial^{m+l}}{\partial x^{m} \partial y^{l}} g\left(x, b_{2}\right) d x \\
& +\sum_{k=0}^{m-1}(-1)^{n+k} \int_{a_{2}}^{b_{2}} K_{2 k}(y) \frac{\partial^{k+n}}{\partial x^{k} \partial y^{n}} g\left(b_{1}, y\right) d y
\end{aligned}
$$

provided $\mathscr{R}(g)$ vanishes for all $g \in \Pi_{m-1, n-1}$.
Hence, the sum on the right side of (2.2) defines an approximation to $l(g)$ which is best in the sense of Sard [5] if the parameters $c_{\nu \mu}^{i j}$ are a solution of the following minimization problem: Minimize

$$
\begin{equation*}
\sum_{l=0}^{n-1} \int_{a_{1}}^{b_{1}}\left(K_{1 l}(x)\right)^{2} d x+\sum_{k=0}^{m-1} \int_{a_{2}}^{b_{2}}\left(K_{2 k}(y)\right)^{2} d y+\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}(K(x, y))^{2} d y d x \tag{2.5}
\end{equation*}
$$

under the side conditions

$$
\begin{equation*}
\mathscr{R}(g) \equiv 0 \quad \text { for all } \quad g \in \Pi_{m-1, n-1}, \tag{2.6}
\end{equation*}
$$

where

$$
\begin{aligned}
K(x, y) & =\frac{1}{(m-1)!(n-1)!} \mathscr{R}_{s t}\left((x-s)_{+}^{m-1}(y-t)_{+}^{n-1}\right) \\
K_{1 l}(x) & =\frac{1}{(m-1)!l!} \mathscr{R}_{s t}\left((x-s)_{+}^{m-1}\left(b_{2}-t\right)^{1}\right), \quad l=0, \ldots, n-1 \\
K_{2 k}(y) & =\frac{1}{k!(n-1)!} \mathscr{R}_{s t}\left(\left(b_{1}-s\right)^{k}(y-t)_{+}^{n-1}\right), \quad k=0, \ldots, m-1
\end{aligned}
$$

and $\mathscr{R}(g)$ is defined by (2.2).

Before we pursue this matter any further we turn to the construction of a two-dimensional spline interpolation formula, which will be a basic tool for the solution of the above minimization problem.

## 3. The Two-Dimensional $g$ Spline Interpolation Formula

Let $I(\nu, \mu)$ be defined as in Section 2 and define the subsets $I_{j v}$ of $\{0, \ldots, m-1\}$ and $J_{i \mu}$ of $\{0, \ldots, n-1\}$, for $j=0, \ldots, n-1, \nu=1, \ldots, p-1$, $i=0, \ldots, m-1$ and $\mu=1, \ldots, q$, as follows:

$$
\begin{array}{ll}
N \in I_{j \nu} & \text { if and only if there exists } l \leqslant n-1-j \\
& \text { such that }(N, l) \in I(\nu, 1) \cup \cdots \cup I(\nu, q), \\
N \in J_{i \mu} & \text { if and only if there exists } k \leqslant m-1-i \\
& \text { such that }(k, N) \in I(1, \mu) \cup \cdots \cup I(p, \mu) . \tag{3.2}
\end{array}
$$

Finally, for $j=0, \ldots, n-1$, let

$$
I_{j p}=\{0, \ldots, m-1\}
$$

We consider the one-dimensional spline functions

$$
s_{j}(x)=\sum_{\nu=1}^{p} \sum_{i \in I_{j \nu}} \omega_{\nu}^{i j}\left(x-x_{\nu}\right)_{+}^{2 m-1-i}, \quad j=0, \ldots, n-1,
$$

and

$$
t_{i}(y)=\sum_{u=1}^{q} \sum_{j \in J_{i \mu}} \rho_{\mu}^{i j}\left(y-y_{\mu}\right)_{+}^{2 n-1-j}, \quad i=0, \ldots, m-1
$$

Furthermore, let

$$
f(x, y)=\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(\nu, \mu)} \sigma_{\nu \mu}^{i j}\left(x-x_{\nu}\right)_{+}^{2 m-1-i}\left(y-y_{\mu}\right)_{+}^{2 n-1-j}
$$

and denote by

$$
\Omega_{m n}=\Omega_{m n}\left(I(v, \mu), x_{v}, y_{\mu}, p, q\right)
$$

the set of all functions $S(x, y)$ which can be written in the form

$$
S(x, y)=f(x, y)+\sum_{j=0}^{n-1} y^{j} s_{j}(x)+\sum_{i=0}^{m-1} x^{i} t_{i}(y)+P(x, y)
$$

where $P(x, y) \in \Pi_{m-1, n-1}$ and

$$
\begin{gathered}
\frac{\partial^{m}}{\partial x^{m}} f(x, y) \equiv 0 \quad \text { for } \quad x \geqslant x_{p} \\
\frac{\partial^{n}}{\partial y^{n}} f(x, y) \equiv 0 \quad \text { for } \quad y \geqslant y_{q} \\
\frac{d^{m}}{d x^{m}} s_{j}(x) \equiv 0 \quad \text { for } \quad x \geqslant x_{p}, \quad j=0, \ldots, n-1 \\
\frac{d^{n}}{d y^{n}} t_{i}(y) \equiv 0 \quad \text { for } \quad y \geqslant y_{q}, \quad i=0, \ldots, m-1
\end{gathered}
$$

As in Ref. [4] we call any $S \in \Omega_{m n}$ a two-dimensional natural $g$ spline for the knots $\left(x_{\nu}, y_{\mu}\right), \nu=1, \ldots, p, \mu=1, \ldots, q$, the sets $I(\nu, \mu)$ and order $(m, n)$.

Let $\beta_{v \mu}^{i j}$ be arbitrary real numbers and consider the following interpolation problem: Find $S \in \Omega_{m n}$ satisfying

$$
\begin{align*}
& \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} S\left(x_{\nu}, y_{\mu}\right)=\beta_{\nu \mu}^{i j}, \quad(i, j) \in I(\nu, \mu) \\
& \nu=1, \ldots, p, \quad \mu=1, \ldots, q \tag{3.3}
\end{align*}
$$

We say the interpolation problem is $(m, n)$-poised [4], provided that

$$
\begin{aligned}
\frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} S\left(x_{\nu}, y_{\mu}\right)=0, \quad(i, j) \in I(\nu, \mu) \\
v=1, \ldots, p, \quad \mu=1, \ldots, q
\end{aligned}
$$

imply $S(x, y) \equiv 0$ for all $S \in \Omega_{m n}$ such that $f(x, y) \equiv 0$.
In Ref. [4] it was shown that if the interpolation problem is ( $m, n$ )-poised, then there exists a unique $S_{0} \in \Omega_{m n}$ which satisfies (3.3). The parameters determining this $S_{0}(x, y)$ can be obtained by solving a system of linear equations.

Now suppose the interpolation problem is ( $m, n$ )-poised. For $(i, j) \in I(\nu, \mu)$, $\nu=1, \ldots, p, \mu=1, \ldots, q$, let $S_{\nu \mu}^{i j}(x)$ denote the uniquely determined element of $\Omega_{m n}$ which satisfies the relations

$$
\begin{align*}
\frac{\partial^{k+l}}{\partial x^{k} \partial y^{l}} S_{\nu u}^{i j}\left(x_{\xi}, y_{\eta}\right)= & \begin{cases}1 & \text { if } k=i, \quad l=j, \quad \xi=v, \quad \eta=\mu \\
0 & \text { if } k \neq i, \quad l \neq j, \quad \xi \neq v, \quad \text { or } \eta \neq \mu\end{cases} \\
& (k, l) \in I(\xi, \eta), \quad \xi=1, \ldots, \quad p, \quad \eta=1, \ldots, q \tag{3.4}
\end{align*}
$$

For functions $g(x, y)$ with appropriate differentiability properties we consider the interpolation formula

$$
\begin{equation*}
g(x, y)=\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\nu}, y_{\mu}\right) S_{\nu u}^{i j}(x, y)+\mathscr{R}(g) . \tag{3.5}
\end{equation*}
$$

The sum on the right side represents the element of $\Omega_{m n}$ which satisfies (3.3) with

$$
\beta_{\nu \mu}^{i j}=\frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\nu}, y_{\mu}\right) .
$$

Following Schoenberg's terminology in the one-dimensional case [7], we call (3.5) the (two-dimensional) $g$-spline interpolation formula of order ( $m, n$ ). It is exact for all elements of $\Omega_{m n}$.

In the next section we shall assume that for $\nu=1, \ldots, p$ and $\mu=1, \ldots, q$, the sets $I(\nu, q)$ and $I(p, \mu)$ have the following properties:

If for any $i_{0} \in\{0, \ldots, m-1\}$ there exists some $j_{0} \in\{0, \ldots, n-1\}$ and some $\mu_{0} \in\{1, \ldots, q\}$ such that $\left(i_{0}, j_{0}\right) \in I\left(\nu, \mu_{0}\right)$, then $\left(i_{0}, j\right) \in I(\nu, q)$ for all $j \in\{0, \ldots, n-1\}$.

If for any $j_{0} \in\{0, \ldots, n-1\}$ there exists some $i_{0} \in\{0, \ldots, m-1\}$ and some $\nu_{0} \in\{1, \ldots, p\}$ such that $\left(i_{0}, j_{0}\right) \in I\left(\nu_{0}, \mu\right)$, then $\left(i, j_{0}\right) \in I(p, \mu)$ for all $i \in\{0, \ldots, m-1\}$.

It is easily seen that under these assumptions

$$
I_{0 v}=I_{1 v}=\cdots=I_{n-1, v}, \quad v=1, \ldots, p
$$

and

$$
J_{0 \mu}=J_{1 \mu}=\cdots=J_{m-1, \mu}, \quad \mu=1, \ldots, q
$$

As a simple example of an interpolation problem (3.3) which is ( $m, n$ )-poised and has the properties (3.6) and (3.7), we consider the case $m=n=2$ and $p, q>2$. Furthermore, we assume that the values of $S(x, y)$ at the mesh points $\left(x_{v}, y_{\mu}\right)$, the normal derivates of $S(x, y)$ at the boundary points of the mesh, and the cross derivative at the four corners of the mesh are prescribed. That is, we assume

$$
\begin{array}{lr}
I(1,1)=I(1, q)=I(p, 1)=I(p, q)=\{(0,0),(0,1),(1,0),(1,1)\} \\
I(1, \mu)=I(p, \mu)=\{(0,0),(1,0)\}, & \mu=2, \ldots, q-1 \\
I(\nu, 1)=I(\nu, q)=\{(0,0),(0,1)\}, & v=2, \ldots, p-1 \\
I(\nu, \mu)=\{(0,0)\}, & \nu=2, \ldots, p-1, \\
I=2, \ldots, q-1
\end{array}
$$

Under these assumptions,

$$
\begin{aligned}
& I_{j 1}=I_{j p}=\{0,1\}, \quad j=0,1 \\
& I_{j \nu}=\{0\}, \quad j=0,1, \quad \nu=2, \ldots, p-1,
\end{aligned}
$$

and

$$
\begin{aligned}
& J_{i 1}=J_{i q}=\{0,1\}, \quad i=0,1 \\
& J_{i \mu}=\{0\}, \quad i=0,1, \quad \mu=2, \ldots, q-1 .
\end{aligned}
$$

Therefore, as is not difficult to verify, the interpolation problem (3.3) is ( $m, n$ )-poised. Finally, the definitions of $I(\nu, q)$ and $I(p, \mu)$ imply immediately that (3.6) and (3.7) are fulfilled.

## 4. The Best Approximation Formula

Having the spline interpolation formula (3.5) at our disposal we can now prove the main theorem of this paper. It states that the best approximation (2.2) to $\ell(g)$ is obtained by applying $\ell$ to both sides of the two-dimensional $g$-spline interpolation formula (3.5). In the one-dimensional case this fact was established by Schoenberg [6] and Ahlberg and Nilson [1].

Theorem (4.1). Suppose that the interpolation problem (3.3) is ( $m, n$ )poised and satisfies (3.6) and (3.7). Furthermore, let $x_{p}=b_{1}$ and $y_{q}=b_{2}$. Then the coefficients $c_{\nu \mu}^{i j}$ minimize the function (2.5) under the side conditions (2.6), if and only if

$$
c_{v \mu}^{i j}=\ell\left(S_{v u}^{i j}\right), \quad(i, j) \in I(\nu, \mu), \quad \dot{\nu}=1, \ldots, p, \quad \mu=1, \ldots, q
$$

Here $S_{\nu \mu}^{i j}(x, y)$ are the spline functions defined by (3.4).
Proof. We shall prove this theorem by generalizing a method which was used by Greville [3] and Schoenberg [6] in establishing Theorem (4.1) for the one-dimensional case.

Let $\ell$ be of type (2.1) and $g \in C^{m n}[R]$. We consider the linear functionals

$$
\begin{equation*}
\mathscr{R}^{0}(g)=\ell(g)-\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)} c_{\nu \mu}^{i j} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\nu}, y_{\mu}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{R}^{1}(g)=\ell(g)-\sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in(t, \mu)} d_{\nu \mu}^{i j} \frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} g\left(x_{\nu}, y_{\mu}\right), \tag{2}
\end{equation*}
$$

where $c_{\nu \mu}^{i j}=\ell\left(S_{\nu \mu}^{i j}\right)$ and the coefficients $d_{\nu \mu}^{i j}$ are only required to satisfy the equations (2.3).

Since we know that the spline interpolation formula (3.5) is exact for all
$S \in \Omega_{m n}$ it follows that the approximation formula (1) obtained from (3.5) by operating on both sides with $\ell$ is also exact for all $S \in \Omega_{m n}$, i.e.,

$$
\begin{equation*}
\mathscr{R}^{0}(S)=0 \quad \text { for all } \quad S \in \Omega_{m n} \tag{3}
\end{equation*}
$$

Hence, also,

$$
\begin{equation*}
\mathscr{R}^{0}(g)=\mathscr{R}^{1}(g)=0 \quad \text { for all } \quad g \in \Pi_{m-1, n-1} \tag{4}
\end{equation*}
$$

Let

$$
\begin{aligned}
M^{1}(x, y)= & \sum_{v=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)}(-1)^{i+j} \frac{d_{v \mu}^{i j}-c_{v \mu}^{i j}}{(2 m-1-i)!(2 n-1-j)!} \\
& \times\left(x-x_{\nu}\right)_{+}^{2 m-1-i}\left(y-y_{\mu}\right)_{+}^{2 n-1-j} ;
\end{aligned}
$$

then

$$
\begin{equation*}
\left(\mathscr{R}_{s t}^{1}-\mathscr{R}_{s t}^{0}\right)\left(\frac{(x-s)_{+}^{m-1}(y-t)_{+}^{n-1}}{(m-1)!(n-1)!}\right)=\frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} M^{1}(x, y) . \tag{5}
\end{equation*}
$$

## Because

$$
\begin{aligned}
&(x-s)_{+}^{m-1}(y-t)_{+}^{n-1} \\
&=(-1)^{m}(s-x)_{+}^{m-1}(y-t)_{+}^{n-1}+(-1)^{n}(x-s)_{+}^{m-1}(t-y)_{+}^{n-1} \\
& \quad+(-1)^{m+n-1}(s-x)_{+}^{m-1}(t-y)_{+}^{n-1}+(x-s)^{m-1}(y-t)^{n-1},^{1}
\end{aligned}
$$

it follows from (1), (2), (4), and (5) that

$$
\begin{aligned}
& \frac{\partial^{m+n}}{\partial x^{m}} \mathrm{y}^{n} M^{1}(x, y) \\
& =\frac{1}{(m-1)!(n-1)!}\left(\mathscr{R}_{s t}^{1}-\mathscr{R}_{s t}^{0}\right)\left((-1)^{m}(s-x)_{+}^{m-1}(y-t)_{+}^{n-1}\right. \\
& \left.\quad+(-1)^{n}(x-s)_{+}^{m-1}(t-y)_{+}^{n-1}+(-1)^{m+n-1}(s-x)_{+}^{m-1}(t-y)_{+}^{n-1}\right) \\
& =\sum_{v=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)} \frac{d_{v \mu}^{i j}-c_{\nu \mu}^{i j}}{(m-1-i)!(n-1-j)!}\left((-1)^{m-j}\left(x_{\nu}-x\right)_{+}^{m-1-i}\right. \\
& \quad \times\left(y-y_{\mu}\right)_{+}^{n-1-j}+(-1)^{n-i}\left(x-x_{\nu}\right)_{+}^{m-1-i}\left(y_{\mu}-y\right)_{+}^{n-1-j} \\
& \left.\quad+(-1)^{m+n-1-i-j}\left(x_{v}-x\right)_{+}^{m-1-i}\left(y_{\mu}-y\right)_{+}^{n-1-j}\right) .
\end{aligned}
$$

[^0]It is a direct consequence of this equality and of the definition of $M^{1}(x, y)$ that

$$
\begin{equation*}
\frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} M^{1}(x, y) \equiv 0 \tag{6}
\end{equation*}
$$

if $x<x_{1}, y<y_{1}$, or if $x \geqslant x_{p}, y \geqslant y_{q}$.
Now let

$$
\begin{equation*}
s_{l}(x)=\frac{\partial^{2 n-1-l}}{\partial y^{2 n-1-l}} M^{1}\left(x, b_{2}+0\right), \quad l=0, \ldots, n-1 \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{k}(y)=\frac{\partial^{2 m-1-k}}{\partial x^{2 m-1-k}} M^{1}\left(b_{1}+0, y\right), \quad k=0, \ldots, m-1 \tag{8}
\end{equation*}
$$

Then it follows from (6) and the definition of $M^{1}(x, y)$ that

$$
\begin{equation*}
s_{l}^{(m)}(x) \equiv 0 \quad \text { for } \quad x<x_{1} \quad \text { and } \quad x \geqslant x_{p} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{k}^{(n)}(y) \equiv 0 \quad \text { for } \quad y<y_{1} \quad \text { and } \quad y \geqslant y_{q} \tag{10}
\end{equation*}
$$

Furthermore, for every $\xi \in\{1, \ldots, p\}$, the contribution to $s_{l}(x)$ due to a fixed knot $x_{\xi}$ is

$$
\begin{equation*}
\sum_{\mu=1}^{q} \sum_{(i, j) \in I(\xi, \mu)}^{j \leqslant l}(-1)^{i+j} \frac{d_{\xi \mu}^{i j}-c_{\xi \mu}^{i j}}{(2 m-1-i)!(l-j)!}\left(b_{2}-y_{\mu}\right)^{l-j}\left(x-x_{\xi}\right)_{+}^{2 m-1-i} \tag{11}
\end{equation*}
$$

Similarly, for every $\eta \in\{1, \ldots, q\}$, the contribution to $t_{k}(y)$ due to a fixed knot $y_{\eta}$ is

$$
\begin{equation*}
\sum_{\nu=1}^{p} \sum_{\substack{(i, j) \in I(\nu, n) \\ i \leqslant k}}(-1)^{i+j} \frac{d_{v n}^{i j}-c_{v n}^{i j}}{(k-i)!(2 n-1-j)!}\left(b_{1}-x_{v}\right)^{k-i}\left(y-y_{n}\right)_{+}^{2 n-1-j} \tag{12}
\end{equation*}
$$

Thus, by (3.6) and (3.7), $s_{l}{ }^{(2 m-1-i)}(x)$ is continuous at $x=x_{\xi}$ if $i \notin I_{l \xi}$, and $t_{k}^{(2 n-1-j)}(y)$ is continuous at $y=y_{\eta}$ if $j \notin J_{k \eta}$, where $I_{l \xi}, l=0, \ldots, n-1$, $\xi=1, \ldots, p$, and $J_{k \eta}, k=0, \ldots, m-1, \eta=1, \ldots, q$, are defined by (3.1) and (3.2), respectively.

It follows therefore from (9) and (10) that

$$
\begin{array}{cc}
\left(b_{2}-y\right)^{l} s_{l}(x) \in \Omega_{m n} & \text { for } \quad l=0, \ldots, n-1 \\
\left(b_{1}-x\right)^{k} t_{k}(y) \in \Omega_{m n} & \text { for } \quad k=0, \ldots, m-1 \tag{14}
\end{array}
$$

Since (3.6) and (3.7) hold, we conclude from (7), (8), (11), and (12) that there are coefficients $\delta_{v \mu}^{i j},(i, j) \in I_{v \mu}, \nu=1, \ldots, p, \mu=1, \ldots, q$, such that

$$
\begin{equation*}
\delta_{v \mu}^{i j}=0 \quad \text { for } \quad(i, j) \in I_{\nu \mu}, \quad \nu=1, \ldots, p-1, \quad \mu=1, \ldots, q-1 \tag{15}
\end{equation*}
$$

satisfying

$$
\begin{align*}
N(x, y)= & \sum_{\nu=1}^{p} \sum_{\mu=1}^{q} \sum_{(i, j) \in I(v, \mu)} \frac{\delta_{\nu \mu}^{i j}}{(2 m-1-i)!(2 n-1-j)!} \\
& \times\left(x-x_{\nu}\right)_{+}^{2 m-1-i}\left(y-y_{\mu}\right)_{+}^{2 n-1-j}, \\
\frac{\partial^{2 n-1-l}}{\partial y^{2 n-1-l}} & N\left(x, b_{2}+0\right)=s_{l}(x), \quad l=0, \ldots, n-1, \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2 m-1-k}}{\partial x^{2 m-1-k}} N\left(b_{1}+0, y\right)=t_{k}(y), \quad k=0, \ldots, m-1 \tag{17}
\end{equation*}
$$

Now let

$$
M^{2}(x, y)=M^{1}(x, y)-N(x, y)
$$

Then, by (7), (8), (16), and (17),

$$
\begin{array}{ll}
\frac{\partial^{2 n-1-l}}{\partial y^{2 n-1-l}} M^{2}\left(x, b_{2}+0\right) \equiv 0, & l=0, \ldots, n-1 \\
\frac{\partial^{2 m-1-k}}{\partial x^{2 m-1-k}} M^{2}\left(b_{1}+0, y\right) \equiv 0, & k=0, \ldots, m-1
\end{array}
$$

Using Lemma (2.2) of Ref. [4] we, obtain from these identities that

$$
\frac{\partial^{m}}{\partial x^{m}} M^{2}(x, y) \equiv 0 \quad \text { for } \quad x \geqslant x_{p}
$$

and

$$
\frac{\partial^{n}}{\partial y^{n}} M^{2}(x, y) \equiv 0 \quad \text { for } \quad y \geqslant y_{q} .
$$

Hence, by the definitions of $M^{1}(x, y)$ and $N(x, y)$,

$$
\begin{equation*}
M^{2}(x, y) \in \Omega_{m n} \tag{18}
\end{equation*}
$$

If we put

$$
\begin{equation*}
\hat{s}_{l}(x)=\frac{\partial^{l}}{\partial y^{l}} M^{2}\left(x, b_{2}\right), \quad l=0, \ldots, n-1 \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{t}_{k}(y)=\frac{\partial^{k}}{\partial y^{k}} M^{2}\left(b_{1}, y\right), \quad k=0, \ldots, m-1 \tag{20}
\end{equation*}
$$

it follows that

$$
\begin{array}{ll}
\hat{s}_{l}^{(m)}(x) \equiv 0 & \text { for } \quad x \geqslant x_{p}, \quad l=0, \ldots, n-1 \\
\hat{t}_{k}^{(n)}(y) \equiv 0 & \text { for } \quad y \geqslant y_{q}, \quad k=0, \ldots, m-1
\end{array}
$$

Since it is an immediate consequence of (3.6) and (3.7) that $\hat{s}_{l}^{(2 m-1-i)}(x)$ is continuous at $x=x_{\nu}, \nu==1, \ldots, p$, if $i \notin I_{l \nu}$, and $\hat{t}_{k}^{(2 n-1-j)}(y)$ is continuous at $y=y_{\mu}, \mu=1, \ldots, q$, if $j \notin J_{k \mu}$, we have

$$
\begin{array}{r}
\frac{\left(b_{2}-y\right)^{l}}{l!} \hat{s}_{l}(x)=\frac{\left(b_{2}-y\right)^{l}}{l!} \sum_{v=1}^{p} \sum_{i \in I_{i v}} \omega_{\nu}^{i j}\left(x-x_{\nu}\right)_{+}^{2 m-1-i} \in \Omega_{m n} \\
l=0, \ldots, n-1 \\
\frac{\left(b_{1}-x\right)^{k}}{k!} \hat{t}_{k}(y)=\frac{\left(b_{1}-x\right)^{k}}{k!} \sum_{\mu=1}^{q} \sum_{j \in J_{i \mu}} \rho_{\mu}^{i j}\left(y-y_{\mu}\right)_{+}^{2 n-1-j} \in \Omega_{m n} \\
k=0, \ldots, m-1 \tag{22}
\end{array}
$$

For $i=0,1$, let

$$
\begin{align*}
K_{1 l}^{i}(x) & =\frac{1}{(m-1)!l!} \mathscr{R}_{s t}^{i}\left((x-s)_{+}^{m-1}\left(b_{2}-t\right)^{l}\right), \quad l=0, \ldots, n-1  \tag{23}\\
K_{2 l}^{i}(y) & =\frac{1}{k!(n-1)!} \mathscr{R}_{s t}^{i}\left(\left(b_{1}-s\right)^{k}(y-t)_{+}^{n-1}\right), \quad k=0, \ldots, m-1,  \tag{24}\\
K^{i}(x, y) & =\frac{1}{(m-1)!(n-1)!} \mathscr{R}_{s t}^{i}\left((x-s)_{+}^{m-1}(y-t)_{+}^{n-1}\right) . \tag{25}
\end{align*}
$$

It follows from (3), (4), (19)-(24), Theorem (2.1), and Remark 1 that

$$
\begin{align*}
0 & =\frac{1}{l!} \mathscr{R}^{0}\left(\left(b_{2}-y\right)^{l} \hat{s}_{l}(x)\right)=(-1)^{m+1} \int_{a_{1}}^{b_{1}} K_{1 l}^{0}(x) \hat{s}_{l}^{(m)}(x) d x \\
& =(-1)^{m+l} \int_{a_{1}}^{b_{1}} K_{1 l}^{0}(x) \frac{\partial^{m+1}}{\partial x^{m} \partial y^{l}} M^{2}\left(x, b_{2}\right) d x, \quad l=0, \ldots, n-1,  \tag{26}\\
0 & =\frac{1}{k!} \mathscr{R}^{0}\left(\left(b_{1}-x\right)^{k} \hat{t}_{k}(y)\right)=(-1)^{n+k} \int_{a_{2}}^{b_{2}} K_{2 k}^{0}(y) \hat{t}_{k}^{(n)}(y) d y \\
& =(-1)^{n+k} \int_{a_{2}}^{b_{2}} K_{2 k}^{0}(y) \frac{\partial^{k+n}}{\partial x^{k} \partial y^{n}} M^{2}\left(b_{1}, y\right) d y, \quad k=0, \ldots, m-1 . \tag{27}
\end{align*}
$$

Since by (3) and (18), $\mathscr{R}^{0}\left(M^{2}(x, y)\right)=0$, we obtain from (4), (25)-(27), Theorem (2.1), and Remark 1 that

$$
\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} K^{0}(x, y) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} M^{2}(x, y) d y d x=0
$$

Observe that, by (15), $N(x, y) \equiv 0$ for $x<x_{p}=b_{1}$ and $y<y_{q}=b_{2}$. Hence, the above equality implies

$$
\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} K^{0}(x, y) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} M^{1}(x, y) d y d x=0
$$

which, by (5) and (25), is equivalent to

$$
\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}} K^{0}(x, y)\left(K^{1}(x, y)-K^{0}(x, y)\right) d y d x=0
$$

An immediate consequence of the last equality is

$$
\begin{align*}
& \int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}\left(K^{1}(x, y)\right)^{2} d y d x \\
& \quad=\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}\left(K^{0}(x, y)\right)^{2} d y d x+\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}\left(K^{1}(x, y)-K^{0}(x, y)\right)^{2} d y d x \tag{28}
\end{align*}
$$

Furthermore, by (3), (13), and (14),

$$
\begin{aligned}
& \mathscr{R}^{0}\left(\left(b_{2}-y\right)^{l} s_{l}(x)\right)=\mathscr{R}^{0}\left(\left(b_{1}-x\right)^{k} t_{k}(y)\right)=0, \\
& l=0, \ldots, n-1, \quad k=0, \ldots, m-1 .
\end{aligned}
$$

Thus, it follows from (4), (23), (24), Theorem (2.1), and Remark 1 that

$$
\begin{equation*}
\int_{a_{1}}^{b_{1}} K_{1 l}^{0}(x) s_{l}^{(m)}(x) d x=0, \quad l=0, \ldots, n-1 \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a_{2}}^{b_{2}} K_{2 k}^{0}(y) t_{k}^{(n)}(y) d y=0, \quad k=0, \ldots, m-1 \tag{30}
\end{equation*}
$$

By (1), (2), (23), (24), and the definition of $M^{1}(x, y)$,

$$
\begin{align*}
K_{1 l}^{1}(x)-K_{1 l}^{0}(x) & =\frac{\partial^{m+2 n-1-l}}{\partial x^{m} \partial y^{2 n-1-l}} M^{1}\left(x, b_{2}+0\right),  \tag{31}\\
K_{2 k}^{1}(y)-K_{2 k}^{0}(y) & =\frac{\partial^{2 m-1-k+n}}{\partial x^{2 m-1-k} \partial y^{n}} M^{1}\left(b_{1}+0, y\right), \tag{32}
\end{align*} \quad k=0, \ldots, n-1, m-1 .
$$

Hence (7), (8), (29), and (30) imply

$$
\begin{array}{cc}
\int_{a_{1}}^{b_{1}} K_{1 l}^{0}(x)\left(K_{1 l}^{1}(x)-K_{1 l}^{0}(x)\right) d x=0, & l=0, \ldots, n-1 \\
\int_{a_{2}}^{b_{2}} K_{2 k}^{0}(y)\left(K_{2 k}^{1}(y)-K_{2 k}^{0}(y)\right) d y=0, \quad k=0, \ldots, m-1 .
\end{array}
$$

From these equalities it follows that

$$
\begin{align*}
& \int_{a_{1}}^{b_{1}}\left(K_{1 l}^{1}(x)\right)^{2} d x \\
& \quad=\int_{a_{1}}^{b_{1}}\left(K_{1 l}^{0}(x)\right)^{2} d x+\int_{a_{2}}^{b_{2}}\left(K_{1 l}^{1}(x)-K_{1 l}^{0}(x)\right)^{2} d x, \quad l=0, \ldots, n-1,  \tag{3}\\
& \int_{a_{2}}^{b_{2}}\left(K_{2 k}^{1}(y)\right)^{2} d y \\
& \quad=\int_{a_{2}}^{b_{2}}\left(K_{2 k}^{0}(y)\right)^{2} d y+\int_{a_{2}}^{b_{2}}\left(K_{2 k}^{1}(y)-K_{2 k}^{0}(y)\right)^{2} d y, \quad k=0, \ldots, m-1 . \tag{34}
\end{align*}
$$

Hence, (28), (33), and (34) imply that

$$
\begin{aligned}
& \sum_{l=0}^{n-1} \int_{a_{1}}^{b_{1}}\left(K_{1 l}^{1}(x)\right)^{2} d x+\sum_{k=0}^{m-1} \int_{a_{2}}^{b_{2}}\left(K_{2 k}^{1}(y)\right)^{2} d y+\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}\left(K^{1}(x, y)\right)^{2} d y d x \\
& \quad>\sum_{l=0}^{n-1} \int_{a_{1}}^{b_{1}}\left(K_{1 l}^{0}(x)\right)^{2} d x+\sum_{k=0}^{m-1} \int_{a_{2}}^{b_{2}}\left(K_{2 k}^{0}(y)\right)^{2} d y+\int_{a_{1}}^{b_{1}} \int_{a_{2}}^{b_{2}}\left(K^{0}(x, y)\right)^{2} d y d x
\end{aligned}
$$

unless

$$
\begin{aligned}
K^{1}(x, y)-K^{0}(x, y) & \equiv 0, \\
K_{1 l}^{1}(x)-K_{1 l}^{0}(x) & \equiv 0, \quad l=0, \ldots, n-1,
\end{aligned}
$$

and

$$
K_{2 k}^{1}(y)-K_{2 k}^{0}(y) \equiv 0, \quad k=0, \ldots, m-1,
$$

which, by (25), (5), (31), and (32) is equivalent to

$$
c_{v \mu}^{i j}=d_{v \mu}^{i j}, \quad(i, j) \in I(\nu, \mu), \quad \nu=1, \ldots, p, \quad \mu=1, \ldots, q .
$$

This completes the proof of the theorem.

Remark 2. Let $g \in C^{m n}[R]$ and $(\bar{x}, \bar{y}) \in R$. The linear functional $\ell$ defined by $\ell(g)=g(\bar{x}, \bar{y})$ is of type (2.1). Hence, it follows from the above theorem that the spline interpolation formula (3.5) is a best interpolation formula in the sense of Sard [5], provided the interpolation problem (3.3) is ( $m, n$ )-poised, and (3.6) and (3.7) hold and $x_{p}=b_{1}, y_{q}=b_{2}$.
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[^0]:    ${ }^{1}$ If $m=1$ we define $(s-x)_{+}{ }^{0}(y-t)_{+}^{n-1}=(x-s)_{+}^{0}(t-y)_{+}^{n-1}=(s-x)_{+}{ }^{0}(t-y)_{+}^{n-1}=0$ for $x=s$, and if $n=1$ we define $(s-x)_{+}^{m-1}(y-t)_{+}{ }^{0}=(x-s)_{+}^{m-1}(t-y)_{+}{ }^{0}=(s-x)_{+}^{m-1}$ $(t-y)_{+}{ }^{0}=0$ for $y=t$.

